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Figure 1: Proposed multidisciplinary, multi-sensor framework. A) Acquisition module, B)
Experimental path on the campus of Ecole Central de Nantes, C) Timeline and scenarios
of the experimental framework.

Introduction: The advances in self-driving technologies will certainly revolutionize
our lives. The first robot taxi services are already present in certain cities of the world
(e.g., WAYMO in San Francisco). Without surprise, most work related to self-driving
cars (SDC) focuses on improving the way an SDC navigates and interacts with other
road actors (e.g., pedestrians, cyclists, other vehicles). However, what happens in the
cockpit of SDCs is little explored. Existing work focuses on situations where the driver is
asked to take back control of the vehicle. We currently lack tools, and datasets to analyze
the behaviors of the occupants of SDC in outdoor conditions, and beyond driving-related
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actions [1]. For instance, most computer vision datasets devoted to monitoring the cockpit
of SDCs of SAE1 level 4 (high automation) consist of synthetic data [2–4] or are based
on laboratory recordings [5]. Besides, studies in human and social sciences, such as
cognitive sciences and economy of transport are usually focused on declarative surveys
and/or evaluated on dedicated infrastructures, such as cockpit simulators [6, 7].

Contribution: We propose a multidisciplinary, multi-sensor framework named Auto-
Exp to evaluate how the occupants of SDCs use their travel time in real-world conditions,
in particular concerning non-driving actions.

Materials and methods: The proposed framework is composed of an experimenta-
tion scenario (Fig.1C), and an acquisition module (Fig.1A). The experimentation scenario
is composed of two parts: the free and the guided scenarios. The free scenario seeks to
capture the natural (non-guided) actions of the occupants of a vehicle during their usage
(or discovery in our case) of the SDC. The guided scenario takes place after the free
scenario, and it consists of the realization of a series of actions using the objects put
at the disposal of the participants. Its main goal is to collect a video dataset for the
development of video analysis tools. The acquisition module is composed of two RGB-D
sensors (Intel RealSense D435) and a GoPro camera. RGB-D sensors are attached to
the top corners of the windshield and capture a lateral view of the body of people in
the front seats. The GoPro camera records a close view of the upper body of the person
in the driver’s seat. We also ask participants to fill out declarative surveys about their
internal states (IT) and their acceptance of this new means of transportation (ASDC).
We applied the surveys before (ASDC+IT), during (IT only), and after the use of the
vehicle (ASDC+IT).

Experiments: To evaluate the proposed framework, we carried out a four-day long
experiment in July 2021 using a Renault Zoe car (electric supermini urban model) on
the campus of the Ecole Centrale de Nantes (ECN) in France. The vehicle was robotized
by the LS2N-ARMEN laboratory to behave as an SDC of SAE level 4 [8]. Participants
were recruited based on their declared interest to test the SDC technology during their
participation in a prior, online survey on people’s attitude towards SDCs [9], or in response
to recruitment advertisements posted to the employees and the students at the university.
Participants occupied the driver’s seat of the vehicle. A safety driver was present in the
passenger front seat using a dedicated interface to take back control of the car in case of
need. An experimenter was also present in the back seat to guide the experiment. The
vehicle traveled over a predefined path over the streets and the parking of the ECN campus
(Fig.1B) and automatically adapted its trajectory in response to the road conditions.
Each participant’s experiment consisted of five laps in the predefined path (8 km in total).
The free scenario took place on the first three laps (4.8 km on average), and the guided
scenario took place during the last two laps (3.2 km on average). During the free scenario,
participants were instructed to behave as they feel like. They could perform actions with
objects they brought with them or with objects put at their disposal, or simply watch the
experiment unfold idly. During the guided scenario, the experimenter asked participants
to realize a set of actions. The instructions were brief, so the participants would have the
liberty to decide how to perform the actions. We created the list of target actions based
on previous studies about autonomous vehicles. [5, 9]. Examples of action instructions
are “use the phone”, “read a newspaper”, or “listen to music”. The experimenter chose
randomly the order of guided actions, as well as their duration.

Results: We acquired a multidisciplinary, multi-sensor dataset composed of 29 partic-
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ipants (18 male/11 female) conducting non-driving actions related to a common commut-
ing routine on an SDC of SAE level 4. Video recordings are 1 hour long and are associated
with surveys about participants’ internal states and attitudes toward SDC. The acquired
dataset successfully depicts a large variety of sources of noise, both in terms of sensor
data and action realization. The observed types of noise are common in real-world scenes
but are currently absent in previous datasets. Recruited participants presented a variety
of body sizes, ages, and education levels. The acquired dataset, named AutoBehave, will
be released progressively on the project website2 under the form of computer vision tasks
(e.g., pose estimation, action recognition) and multidisciplinary studies (e.g., the analysis
of the internal states of SDC’s users to estimate their comfort, the study of the value of
the user’s time in this new type of vehicle).

Conclusion: We proposed a novel framework to study how occupants of SDCs use
their travel time by analyzing their actions, internal states, and attitudes toward this kind
of vehicle. We demonstrated its usage by collecting a multidisciplinary dataset depicting
the non-driving actions of people during the test of an SDC traveling in an outdoor
environment. Future work will focus on developing methods to analyze the acquired data
automatically and on the study of the acquired dataset in a multidisciplinary fashion.
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[1] J. D. Ortega, N. Kose, P. Cañas, M.-A. Chao, A. Unnervik, M. Nieto, O. Otaegui, and
L. Salgado, “Dmd: A large-scale multi-modal driver monitoring dataset for attention
and alertness analysis,” in Computer Vision – ECCV 2020 Workshops, A. Bartoli
and A. Fusiello, Eds. Cham: Springer International Publishing, 2020, pp. 387–405.

[2] S. D. Da Cruz, O. Wasenmuller, H.-P. Beise, T. Stifter, and D. Stricker, “SVIRO:
Synthetic Vehicle Interior Rear Seat Occupancy Dataset and Benchmark,” in
2020 IEEE Winter Conference on Applications of Computer Vision (WACV).
Snowmass Village, CO, USA: IEEE, Mar. 2020, pp. 962–971. [Online]. Available:
https://ieeexplore.ieee.org/document/9093315/

[3] J. S. Katrolia, B. Mirbach, A. El-Sherif, H. Feld, J. Rambach, and D. Stricker,
“TICaM: A Time-of-flight In-car Cabin Monitoring Dataset,” 2021, publisher: arXiv
Version Number: 2. [Online]. Available: https://arxiv.org/abs/2103.11719

[4] R. Guesdon, C. F. Crispim-Junior, and L. Tougne, “Synthetic Driver Image Genera-
tion for Human Pose-Related Tasks,” in International Joint Conference on Computer
Vision, Imaging and Computer Graphics Theory and Applications (VISAPP),
Lisbonne, Portugal, Feb. 2023. [Online]. Available: https://hal.science/hal-03936401

2AURA AutoBehave: https://perso.liris.cnrs.fr/carlos.crispim-junior/aura autobehave2019.html

3



[5] M. Martin, A. Roitberg, M. Haurilet, M. Horne, S. ReiB, M. Voit, and
R. Stiefelhagen, “Drive&Act: A Multi-Modal Dataset for Fine-Grained Driver
Behavior Recognition in Autonomous Vehicles,” in 2019 IEEE/CVF International
Conference on Computer Vision (ICCV). Seoul, Korea (South): IEEE, Oct. 2019,
pp. 2801–2810. [Online]. Available: https://ieeexplore.ieee.org/document/9009583/

[6] A. Malokin, G. Circella, and P. L. Mokhtarian, “How do activities conducted while
commuting influence mode choice? Using revealed preference models to inform
public transportation advantage and autonomous vehicle scenarios,” Transportation
Research Part A: Policy and Practice, vol. 124, pp. 82–114, Jun. 2019. [Online].
Available: https://linkinghub.elsevier.com/retrieve/pii/S0965856416306772

[7] M. Harb, A. Stathopoulos, Y. Shiftan, and J. L. Walker, “What do we (Not)
know about our future with automated vehicles?” Transportation Research Part
C: Emerging Technologies, vol. 123, p. 102948, Feb. 2021. [Online]. Available:
https://linkinghub.elsevier.com/retrieve/pii/S0968090X20308457

[8] S. Dominguez, G. Garcia, A. Hamon, and V. Frémont, “Longitudinal Dynamics
Model Identification of an Electric Car Based on Real Response Approximation,” in
2020 IEEE Intelligent Vehicles Symposium (IV). Las Vegas, United States: IEEE,
Oct. 2020, pp. 398–404. [Online]. Available: https://hal.science/hal-03413863

[9] S. S.-L. Corvec and F. Laroche, “Autonomous vehicle: attitude, activities,
and feelings,” 2021. [Online]. Available: https://halshs.archives-ouvertes.fr/halshs-
03488102

4


